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ABSTRACT

In this paper, we characterize the replication crisis observed in the
current generation of diminished reality research and present a con-
ceptual solution using a server-client system to frame existing di-
minished reality systems and their evaluations.

Index Terms: Replication, diminished reality, modular frame-
work, dataset.

1 INTRODUCTION

Diminished reality (DR) is concerned with computationally remov-
ing physical objects from a given view [10]. A DR system is an
interactive vision and graphics system that uses live inputs, such
as video streams and ad hoc user inputs to identify the object of
interest. We observe that researchers in this field have rarely open-
sourced their solutions, with few exceptions [4, 2]. We assume that
the primary reason for this situation comes from the spurious be-
haviors often faced in DR. For instance, unstable tracking systems
and brittle initialization procedures make it difficult for non-experts
to use DR successfully. Consequently, researchers are concerned
about sharing such a difficult-to-use DR system [11].

This lack of baseline solutions for DR has been a roadblock to
fair comparisons among existing solutions and the growth of the
field. Every DR paper has performed its own set of evaluations.
The problem is also clearly illustrated by the lack of user studies
comparing different DR systems [1]. To overcome this problem,
we require a standardized evaluation scheme.

Using conventional image metrics to evaluate the DR capabilities
assumes that a ground truth is available [1]. Unfortunately, many
DR scenarios do not have a unique ground truth. The background
revealed after an object has been removed depends on the appli-
cation and context. For example, “removing a manhole cover on
the street” could mean generating plausible street textures over the
cover, revealing the cavities underneath the cover, hiding the cover
with virtual sand, etc. Since DR datasets consist of video pairs of
a scene with and without the object of interest, preparing a ground
truth image dataset is an ill-posed problem [8].

Yet, having a dataset, even if provides only a single reason-
able version of a ground truth, would already enable researchers
to benchmark various DR approaches. An image database consist-
ing of carefully defined DR scenarios would also allow collecting
human feedback on the compared DR systems. Together, both so-
lutions can serve as a first step towards a DR benchmark.

In summary, the following three factors are missing in current
DR research, leading to a kind of replication crisis.

• Missing open modular framework for future DR research

• Missing tool to evaluate DR systems implemented according
to the framework

• Missing common dataset of input and reasonable ground-truth
video frame pairs
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Figure 1: DR research workflow. We need two systems: one for a
DR application or its core algorithms and another for evaluation. A
DR evaluation system must allow researchers (a) to determine a tar-
get in the environment, (b) let users perform DR processing, and (c)
record the results, including processed frames and metadata. Finally,
researchers (d) perform post-evaluation, including collecting users’
subjective feedback and analyzing the data. These two systems
need not necessarily be implemented on a single computer system.

In this paper, we try to narrow the issues from a DR research work-
flow to a possible implementation using openly available develop-
ment kits and software.

2 DR RESEARCH WORKFLOW

Figure 1 depicts a typical workflow of DR research. Given a DR
system under assessment, an evaluation system is responsible for
providing predetermined objects of interest and recording the re-
sults for a follow-up evaluation. Legacy approaches [6, 9] have
used objects specified by authors and provided as many example
results as possible for better (but still limited) validity [1].

Such DR prototype systems have usually been implemented on
a desktop or laptop PC with a live camera. For mobility and testing
in the wild, a client-server system is a more suitable choice, as a
mobile device can be used as the client, while a server provides the
necessary computational power for running computationally expen-
sive operations such as deep neural network (DNN) evaluations [5].

3 MODULAR FRAMEWORK FOR DR SYSTEMS

The implementation of the DR system involves exploring the de-
sign choices for tracking, background modeling, core inpainting,
region of interest (ROI) detection, background synthesis, and com-
position [10]. For brevity, we focus only on static scenes without
any real background being revealed in the input frames.

A modular framework lends itself to iterative development be-
cause it integrates existing vision, graphics, and interface solutions
(e.g., DNN-based image inpainting and semantic segmentation).
Recent DR systems are designed for mobile applications with min-
imal computational load. A common choice is an approach that
performs inpainting of images in only one or a few keyframes and
warps the inpainted frames to match the current view [6, 9]. An-
other approach uses image streaming with lightweight inpainting
performed in every frame [3, 5]. Core inpainting algorithms are
typically implemented either using CPU multi-threading [6, 9] or
GPU shaders [3, 5].

With a framework like ARFoundation in Unity, camera tracking
and 3D object registration are easily available on mobile devices.
Assuming a mobile device lacks the computational performance for
DNN algorithms, the core inpainting algorithm can be implemented
on the server, as suggested in Table 1. The only difference between
the two approaches is the frequency of server-client communica-
tion.
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Table 1: Baseline DR implementations for keyframe (e.g., InpaintFu-
sion [9]) and streaming (e.g., DeepDR [3]) approaches.

Modules Keyframe Streaming

Tracking Camera tracking
Background modeling 3D textured mesh Image frame
Core inpainting RGB-D DNN-inpainting RGB DNN-inpainting
ROI detection 3D bounding volume
Background synthesis Warping Direct DNN output
Real–virtual composition Alpha composition

4 GROUND TRUTH COLLECTION FOR DR SYSTEMS

We plan to provide a DR dataset as a collection of input and ground-
truth video frame pairs. The input image consists of (a) an object
of interest in (b) the environment and (c) photometric interactions
between them as illustrated in Figure 2. The ground truth frame
contains only (b) the environment, making it a counterfactual image
[13] (i.e., an image of (b) if there was no (a) and thus no (c)).

Table 2 summarizes potential approaches to collect DR datasets
and their pros and cons. Robo-arm uses a robotic arm for repeated
camera paths to record scenes with and without an object of inter-
est [8]. All the other approaches synthesize a virtual object as an
object of interest. Video records videos and composites a virtual
object into the videos. With editing efforts, such compositions can
be of high quality. An immersive (virtual relaity) setup enables re-
searchers to revisit a specific scene. Immersive DR can even be
interactive if video streaming is enabled [12]. An object of inter-
est is inserted into the a digital twin of the real scene. Similarly,
one may take images with and without a certain object and perform
neural radiance field reconstruction [7] or create complete virtual
replica of real scenarios1. AR composes an object of interest into a
physical scene. Assuming the AR system is interactive, DR can be
added to any AR system.

5 DR SYSTEM EVALUATION

A DR system is usually evaluated by measuring the performance of
core modules in a single DR system or comparing it to baselines.
Here, having a common framework and example implementations
is pronounced.

Recorded video datasets in Section 4 enable us to perform quan-
titative evaluation of DR display results [1]. The AR evaluation
system in Section 4 allows us to conduct user studies on overall
usability, performance, and experiences. Similarly, performance
is evaluated by collecting videos and framerates on the mobile plat-
form and the server. Measuring network latency can capture an-
other system aspect [5].

6 CONCLUSION

We described replication issues in DR and clarified possible de-
sign choices to address widely missing factors in current DR sys-
tems: an open-source modular framework for DR systems, an eval-
uation platform for DR systems, and datasets for benchmarking.
Our future plan includes implementing the framework, recording
the datasets, and opening a project page to access the code and
datasets.
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Figure 2: DR dataset. DR requires pairs of input and counterfactual
ground truth videos.

Table 2: Approaches to collect ground truth in DR.

Factors Robo-arm Video VR AR

Experience Offline Offline Off/Online Online
Background Real Real Virtual Real
Object of Interest Real Virtual Virtual Virtual
Counterfactual lv. Highest High (sim.) Mid. (sim.) Low (sim.)

Replicability

Scene-level Yes (in lab) Yes (in lab) Yes Yes (in lab)
Frame-level Yes Yes Yes (on rec) Yes (on rec)
Tracking-level Simulated Simulated Simulated Yes
System-level No No Simulated Yes
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